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SECTION A: ANSWER ALL QUESTIONS

1. With examples, discuss the following quantitative decision analysis techniques:
a) Laplace criterion [4 marks]
b) Savage criterion [4 marks]

c) Hurwicz criterion [4 marks]

2. As a first step towards planning new facilities at one of its city centre ticket offices, an airline
has collected data on the length of time customers spend at a ticket desk (the service time).
One hundred customers  were investigated  and the time in minutes  each one spent  at  an
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a) Construct a frequency distribution table for the data [8 Marks]
b) Based on the frequency distribution table you obtained in (a),

i) Determine the relationship of the measures of central location. Sketch the graph of the
relationship. [9 Marks]

ii) Calculate the coefficient of skewness and interpret. [5 Marks]
c) Discuss the quantitative data collection techniques used by the company. [6 Marks]

3. A sample of 500 donations to the Arthritis Foundation is reported in the following frequency
distribution:

Amount Spent  Frequency
<$6 20
$6 up to $8 60
$8 up to $10 140
$10 up to $12 120
$12 up to $14 90
>$14 70
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Is it reasonable to conclude that the distribution is normally distributed with a mean of $10 and a
standard deviation of $2 at a 5% level of significance?   [10  marks]

SECTION B: ANSWER ANY TWO (2) QUESTIONS

4. Briefly discuss the sampling designs. What are the differences between probability and non-
probability sampling designs? [25 marks]

5. AB  Enterprises  is  a  small  company  that  sells  freezers.  The  company  employs  two
salespersons and the manager at AB Enterprises is interested in determining the performance
of the two salespersons. Performance data for 50 consecutive days were recorded. The data
and analysis outputs are shown below.

Daily Sales ($) Salesperson A               Salesperson B
  60 000 - <   70 000  3  5
  70 000 - <   80 000 13 11
  80 000 - <   90 000 17 22
  90 000 - < 100 000 11  7
100 000 - < 110 000  4  2
110 000 - < 120 000  2  3

As part  of the analysis,  the manager  calculated the mean,  mode and median of the daily
performance for A and B salespersons. The summary statistics for A and B salespersons are
given below:

Statistic Salesperson
A B

Mean 86 200 84000
Median 85 294 85000
Mode 84 000 86 200
Standard Deviation 12 204 11 890

Analyse  the  data.  What  advise  can  the  manager  give  to  AB  Enterprises  about  the
performance of its two salespersons?  Justify your response. 

[25 marks]

6. The output (in kilograms) of BC company was recorded quarterly over four years. The data
recorded are presented in the table below.

 Quarter
Yea
r

Q1 Q2 Q3 Q4

Y1 20 10 4 11
Y2 33 17 9 183



Y3 45 23 11 25
Y4 60 30 13 29

The company manager analysed the data in SPSS and produced the following results: 

Model Summary

Mode
l R

R
Square

Adjusted
R Square

Std. Error
of the

Estimate

Change Statistics
R Square
Change

F
Change df1 df2

Sig. F
Change

1 0.422(a) 0.178 0.120 13.746 0.178 3.041 1 14 0.103
a  Predictors: (Constant), Time

ANOVA(b)
Mode
l  

Sum of
Squares df

Mean
Square F Sig.

1 Regressio
n

574.600 1 574.600 3.041 0.103(a)

 Residual 2645.150 14 188.939
 Total 3219.750 15

a  Predictors: (Constant), Time
b  Dependent Variable: Series

Coefficients(a)
Mode
l  

Unstandardized
Coefficients

Standardized
Coefficients t Sig.

  B
Std.

Error Beta   
1 (Constant) 11.325 7.208 1.571 0.138
 Time 1.300 0.745 0.422 1.744 0.103

a  Dependent Variable: Series

(a) Explain the variables and the data collection method used. [8 marks]
(b) Write down the regression equation and interpret all the data. [5 marks]

(c) Calculate the four seasonal components using a multiplicative model. [8 marks]

(d) Forecast the company’s quarterly output for the 5th year. [4 marks]
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End of paper
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ADDITIONAL INFORMATION

1. Sturge’s Rule:

Number of class, C=1+3 .3 log n

Class width, 
i>

range
C

2. Mean of grouped data 
=

∑
i=1

n

fx i

n

3. Mean of ungrouped data = ∑
i=1

n

xi

n

4

. Mode = 
Lmo+(

Δ1
Δ1+Δ2 ) i

5 Median = 
Lme+(

n
2
−F

f m
) i

6. Standard deviation: 
S=√∑i=1n fx

i
2−

(∑
n=1

n

fxi)
2

n

n−1

7. Standard Deviation of ungrouped data:
S=√∑i=1n x

i
2−

(∑
i=1

n

x i)
2

n

n−1

8. Coefficient of skewness: 
Sk=

3(mean−median )

s
=
mean−mod e

s

9. Conditional probability: 
P(A ¿)=

P( A∩B)

P (A )

10. Binomial Distribution
 P (X=x )=nC x p

xqn−x

11. Poisson Distribution 

 P (X=x )=
e− λ λx

x !
12. Hypothesis testing (single mean)
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  
Z=

X−μ
σ

√n


t=

X−μ
s

√n

, df = n – 1 

13. Hypothesis testing (single proportion)


Z=

p−π

√ π
(1−π )

n
14. Hypothesis testing (difference of two means)


Z=

X1−X2

√ σ1
2

n1
+
σ2
2

n2


t=

X1−X2

√ S1
2

n1
+
S2
2

n2

 , df = smaller (n1−1;n2−1 )


t=

X1−X2

√ Sp
2

n1
+
Sp
2

n2

Where Sp
2
=

S1
2

(n1 )+S2
2

(n2 )

n1+n2−2
, df = n1+n2−2


t=

D−μD

SD

√n

, df = n – 1 

15. Hypothesis testing (difference of two proportions)


Z=

p1−p2

√ pq (
1
n1

+
1
n2 )

16. Confidence Interval (Single mean) 

 X−Z α
2

σ

√n
≤ μ≤ X+Z α

2

σ

√n

 X−t α
2

S

√n
≤μ≤ X+t α

2

S

√n

17. Confidence Interval (Difference of two means)

 ( X1−X2 )−Z α
2 √

σ1
2

n1
+
σ2
2

n2
≤ (μ1−μ2 )≤ ( X1−X 2)+Z α

2 √
σ1
2

n1
+
σ2
2

n27



 ( X1−X2 )−t α
2 √

S1
2

n1
+
S2
2

n2
≤ (μ1−μ2)≤ (X1−X2 )+t α

2 √
S1
2

n1
+
S2
2

n2
df = smaller (n1−1;n2−1 )

 ( X1−X2 )−t α
2 √

Sp
2

n1
+
Sp
2

n2
≤ (μ1−μ2 )≤ ( X1−X2 )+t α

2 √
S p
2

n1
+
Sp
2

n2

Where Sp
2
=

S1
2

(n1 )+S2
2

(n2 )

n1+n2−2
, df = n1+n2−2

18. Confidence Interval (Single proportion)

 p−Z α
2 √

pq
n

≤π ≤ p+Z α
2 √

pq
n

19. Confidence Interval (Difference of two proportions)

 ( p1−p2 )−Z α
2 √

p1q1
n1

+
p2q2
n2

≤ (π1−μ2 )≤ (p1−p2 )+Zα
2 √

p1q1
n1

+
p2q2
n2

20. Standardisation:  Z=
X−μ
σ

21. Weighted Mean: X w=
∑ xw

∑ w

22. 

Bayes Theory: 

P (B i/C )=
P (C /Bi )P (Bi )

∑
i=1

n

P (C /Bi )P (Bi )

,

23. Regression and Correlation Analysis: 
y=β0+β1 x+e,     

β1=
n∑ xy−∑ x∑ y

n∑ y2−(∑ y )
2  

β0= y+β1 x

r=
n∑ xy−∑ x∑ y

√{(n∑ x
2
−(∑ x )

2
)(n∑ y

2
−(∑ y )

2
)}
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24. Chi-square Test
Let f0 and fe  be the observed and expected frequencies respectively:

χ2=∑
( f o−f e )

2

f e
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Chi-square Distribution
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F-Distribution Table
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