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Formulae list and Statistical tables 

1. ANOVA 

MEASURES OF CENTRAL TENDENCY 

a. Mean 

i. Ungrouped data 
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ii. Grouped data 
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𝑓𝑖  -  class frequency 

𝑚𝑖 𝑜𝑟  𝑥𝑖 -  class mark 

n   -  number of observations(total frequency) 

∑ - sum of frequency 

b. Mode 

i. Grouped data 

𝑴𝒐     = 𝑶𝒎𝒐 +
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𝑶𝒎𝒐 -   lower limit of the modal class interval 

C     -   class width of the modal class interval 

𝒇𝒎  -   Frequency of the modal class 

𝒇𝒎−𝟏- frequency of the interval preceding the modal class/interval 

𝒇𝒎+𝟏 – frequency of the interval/class following the modal class/interval 

 

 

c. Median 

i. Ungrouped data 

Position of the median value 
𝒏+𝟏

𝟐
th    

ii. Grouped data 

• Grouped data 

• 𝑛
2⁄ to find median interval using cumulative frequency.  
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𝒐𝒎𝒆  – lower limit of the median class 

C       –      class width 

n  –           sample size 

𝒇𝒎𝒆   - frequency of the median interval 

𝒇(<)  - Cumulative frequency of the class before the median class 

MEASURES OF POSITION 

a. Quartiles 

i. Ungrouped data 

Q    =
  𝑄(𝑛+1)

4
  

Q- Quartile of interest 

n- number of observations 

ii. Grouped Data 
𝒏
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𝑶𝒒𝟏   -   lower quartile 

n       -   sample size 

f(<)   -   cumulative frequency  of interval before the quartiles 

c        -  class interval 

𝒇𝒒        -   frequency of the quartile class 

b. Percentile 

i. Ungrouped data 

𝑝(𝑛 + 1)
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p- percentile of interest 

n- number of observations 

ii. Grouped data 
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𝒐𝒑𝒊  -    lower limit of the percentile interval 

C     - interval width 

n      - sample space 

f (<)   - cumulative frequency of the interval before 𝑝𝑖 

𝒇𝒑𝒊    -   frequency of the interval class 

MEASURES OF DISPERSION 

a. Variance 

i. Ungrouped data 

• Variance (𝒔𝟐) = 
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iii. Grouped data 
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b. Standard Deviation (s) 

i. Ungrouped data 
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ii. Grouped data 
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REGRESSION AND CORRELATION ANALYSIS 

Regression equation 

𝑌 = 𝑏0 + 𝑏1𝑋 + 𝑒  

• Y is the dependent variable, 

•  X is the independent variable,  

• b0 is the intercept and is constant,  

• b1is the slope, 
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Pearson’s correlation coefficient (r) 

𝑟 =
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Coefficient of determination 

𝑟2 = (
𝑛 ∑ 𝑋𝑌−∑ 𝑋 ∑ 𝑌

√[𝑛 ∑ 𝑋2−(∑ 𝑋)2][𝑛 ∑ 𝑌2−(∑ 𝑌)2]
)

2

  

PROBABILITY 

𝑃(𝐴) =
𝑟

𝑛
 where A is an Event, r is number of outcomes of event A, n is total  number 

of all possible outcomes (sample space) and P(A) is the probability of event A 

occurring. 

i. Binomial distribution 

𝑃(𝑥) = 𝑛 𝐶𝑥. 𝑃𝑥 (1 − 𝑃)𝑛−𝑥 =  
𝑛!

𝑥!(𝑛−𝑥)!
𝑃𝑥(1 − 𝑃)𝑛−𝑥  

Where 

 n is the sample size,  

x is number of successes,  

P is probability of success and 

 1-P is the probability of failure 

ii. Poisson distribution 

𝑃(𝑋) =  
𝑒−𝑎𝑎𝑥

𝑥!
 𝑤ℎ𝑒𝑟𝑒;    

P(X)is the probablity of success over a given time or space,  

a is the expected number of successes per time or space,  a > 0 

e ~ 2.71828 (base of natural logarithms) 

iii. Normal Distribution 
𝑋−𝜇

𝛿
= 𝑍  

HYPOTHESIS TESTING 



i. Mean 
�̅�−𝜇

𝑠

√𝑛

= 𝑍𝑐; 𝑆𝑎𝑚𝑝𝑙𝑒 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐  

ii. Proportions 

Test statistic  𝑍 =
𝜌−𝜋

√
𝜋(1−𝜋)
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