
“Investing in Africa’s future”

COLLEGE OF HEALTH AGRICULTURE & NATURAL SCIENCE (CHANS)

DEPARTMENT OF PUBLIC HEALTH AND NURSING [DPHN]

MASTERS OF PUBLIC HEALTH [MPH]

NSPH 541: HEALTH STATISTICS

END OF SECOND SEMESTER FINAL EXAMINATIONS

NOVEMBER - DECEMBER 2023

LECTURER: DR Z. M. ZINGONI

DURATION: 3 HRS

a INSTRUCTIONS 2
Answer ALL Questions in Section A and ANY 3 questions

from Section B
The mark allocation for each question is indicated at the

end of the question
Credit will be given for logical, systematic and neat

presentations.



Answer ALL questions: 40 marks

1. State the 3 approaches to hypothesis testing and their respective decision rule [6]

Approaches Decision rule

2. In hypothesis testing, the decision made can either be correct or incorrect. Fill in the
corresponding probabilities and terms associated with making correct or incorrect
decisions. [4]

The truth
The Decision Null is true Null is false

Reject the null A B

Fail to reject the null C D

3. A researcher planned to conduct a study and asked an MPH student to help with sample
size calculation. The student used Epi Info and the following output was produced.

Tid atdnd sprees lugeTwi-gided configencs level

Fows 20 %

Fistio {Unespossd | Exposed) 2

UlcomiE in UNeXpOSSd oroup 20 A

Figh ratic: 1.75

Didds ratic 2 1538!

*% outeoms in exposed group: 350 %

i. State the alpha level used in this study [2]
ii. State the final sample size the researcher would use [1]
iii. If the power was changed from 80% to 90%, will the sample size increase or

decrease? [2]
iv. Using the information provided in this output, re-calculate the sample size

manually. [5]
Vv. If an attrition/non-response of 20% is factored into this calculation, what is the

final sample size? [3]

4. Linear regression is one of the approaches used to determine how one variable influence
another. Define each of the parameters in the linear regression equation [5]
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y= Ug + Ox +€
5. Logistic regression is another type of model used in research. Describe the differences

between linear regression and logistic regression based on the following: [4]

Linear regression Logistic regression

Dependent variable
Measure of association
The hypothesized value of the measure of
association

Model fitness

6. Comment on each of the plots below: what the plot is used for and what it means [8]

Plot A
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SECTION B
Answer ONLY 3 questions: 20 marks each

Question 7: 20 marks

a) Research can be conducted using primary data or secondary data. State two national
surveys that are normally considered for secondary data analysis by researchers.
[2]

b) Though secondary data analysis is a cheap and readily available source of data.
Discuss the data quality issues one should take into account before using secondary

data. [10]

An MPH student at Africa University set to determine the effect of two drugs for the
treatment of peptic ulcers. Previous studies reported that the percentage of ulcers healed by
the pirenzepine drug was 55% while the trithiozone drug healed 35% of ulcers.

¢) How many participants would be required for a randomised trial to have 80% power
of detecting this difference between the two drugs (55% and 35%) at the 0.05 two-
tailed level of significance?
[3]

d) How many participants would be required to increase the power to 90%? [3]

Question 8: 20 marks

An animal scientist set to assess the weight gain of the pig project over 9 weeks while feeding
them on a new animal feed product X.

a) Comment on the descriptive results in box and whisker chart below
[2]
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b) For the next analysis, the scientist performed the ANOVA test to see differences
between weeks and the results are shown below.



. oneway plg_ weight week,tfab

Summary of pig weight
week Mean 5td. dew, Freq.

i 25.020833 Z.4058004 43
2 31.78125 2.79038z29 43
3 38. 854583 3.5441585 48
4 £4, 395833 3.7344833 £38
5 8.15625 £.53409182 48
& 56, 427917 4,4487668 £8
7 Gd.458333 4.9731525 48
3 55, 302083 5.4343752 £8
9 75.21875 G.3354006 48

Total 58.405693 15.56481129 432

fnalysis of variance
Source S5 dT MS F Prob = F

BEstwesn groups 111128.39 8  13591.5488 714.206 B.5e50
Within groups 8227.21875 423 19.4496897

Total 119355.689 £31 276.927167

Bartlett's egqual-variances test: chiZ(8) = 64.9723 Brohechil = 0.000

i. Comment on the general pattern of the mean pig weight as shown on the

results output. [1]

ii. Was there a significant mean difference in the pig means between weeks?

Show all the hypothesis testing steps [5]

iii. One of the assumptions for ANOVA is the homogeneity of variance. Assess if the

assumption was valid or not valid as per the Bartlett test’s results [2]

¢) The scientist fitted the linear regression model and the results are shown below:

reg pig weight week

Source 55 df M5 furber of chs = 4332
F{1, 438) = 5757.81

Model 111906. 882 1 11165606.882 Prob > F = 8.0e0e
Residual B20&.726077 £38 19.25908622 = &.9385

= 5.9363
Total 1319355. 6069 £31 2TR.927167 = 4,392

pig weight | Coefficient Std. err. Es pelt] [95% conf. fmterval]

week G. 209896 LBE1RAG0 75.88 o. Bab 6.049038 5.378754
_COns 19.35561 LABE5E4T 42.83 &.0608 18.45641 2.26081

i. Comment on the variability of time (weeks) in explaining the pig weight [2]
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ii. Interpret the simple linear regression model intercept. [2]

iii. Interpret the simple linear regression slope [3]

iv. What is the predicted pig’s weight at 7 weeks? [3]

QUESTION 9: 20 marks

a) A field epidemiologist was informed of a typhoid outbreak in Chiredzi. The researcher
collected data from the clinic and developed a research question to identify the source
of typhoid in Chiredzi. A sample size of 140 patients were interviewed about their
source of water for drinking. The summary data is shown in the following 2x2 table:

Typhoid cases
Open well Yes No Totals

Yes a 30 b
No 25 ¢ 45

Totals d 50 140

i. Fill in the missing values in the results table [2]

ii. State the appropriate measure of association for this study [1]

iii. Calculate the measure of association [2]

iv. Using a level of significance (a) of 0.05, determine if drinking water from an open
source was a possible risk factor for typhoid in this community [5]

v. What recommendations can the researcher give based on the results obtained? [2]

The researcher calculated the sample size using Stata and obtained the following output

. power twoproportions 8.5 8.7

Estimated sample sizes for a two-sample proportions test
Pearson's chi-squared fest
HB: p2 = pl wersus Ha: p2 l= pl

Study parameters

alpha = oO. E500
power = &. 8000
delta = 8.2808 (difference)

pl =  £.5000
pz = 08.7000 *

| Estimated sample sizes:

H
WN per group

[i] [oHny[ac]

i l} fe)tad



vi. Recalculate the sample size manually [8]

QUESTION 10: 20 marks

To compare the rate of kidney infection among patients, the following data was collected.

Contains data from hitps://wec.stata-press.con/data/r17/ catheter. dia
76 Kidney data, ¥cGilchrizt and Aisbett, Biometrics, 1991

9 1 May 2028 15:58

variable Storage Display
namre type Tormat variable labsl

Patient ID‘patient
time Recurrence times in days
infect i=infection; B=right-censoring
‘age Patient age
female i if femzle; © if male
| st 1 if record is to be used; © otherwise
od 1 if failure; 0 if censored
_t g Analysis time when record ends
ie 1g Analysis time when record begins

sorted b

i)

What was the rate of kidney infection in this study? [2]

. strate, per(il800)

Estimated Tailure rates
Humber of records = 7B

0 bi. Rate Lower Upper

How did kidney infections differ between males and
females? [3-+3+4]

Plot A



. strate female , per(i800)

Failure _d: infect
Analysis time _t: time

(Eztiwated failure rates
records = 7A

female oo ¥ Rate Lower Upper

G18 1.1868 15.1771 9.5622 28.0890
1 4B 6.2380 6.4123 4.7038 8.7418

o
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el}s] | u
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[= T T T
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Analysis time

— female=0 ——— female=1

u
Analysis time iT: time

Equality of survivor
Log-rank test

Cbhserved Expected
[female gvents events

i 12] 18 168.33

1 LG ~ AF .67

Total 58 58.084

chiz{1y = 7.88
PrychiZ = 0.0050



iii)

iv)

v)

Interpret the Hazard ratio of gender adjusting for age in this analysis [3]

[[] [0)]x

with Breslow method for ties

Humber of obs = 7a

LR chiz{2}
Shemp Ww einFrob >» chiz

= 2.67
= §.0355

t | Haz. ratic Std. err z Fslzi [95% cond. interval]

female
3 1 {base}
i 1 L2E99104 13867380 2.68 @. 607 «2588832 .BEERE592

ags 1.802245 LBF91153 2.25 8.865 LS825377 1.820271

From the image in part (iii) above, is age associated with a kidney infection in
this study? Explain your answer

State the assumption being tested and comment if it is satisfied or not

-In[-In(survival

probability)]

nN

T

In(analysi s time)
5

—&—— female = 0 —e— female =1 |
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