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Abstract
The study looked at the essence of high-performance computing in national spatial data analysis,
towards inclusive national development in Zimbabwe. This qualitative research explored the
perceptions of the increasing availability of national spatial data, looking at the challenges being
faced in the handling and analysis of this big data, hence the growing need for more
sophisticated tools and techniques to analyse this data efficiently and accurately. Spatial data has
become ubiquitous, for example, Global Positioning System data, with increasingly sheer sizes
in recent years. The applications of big spatial data span a wide spectrum of interests including
tracking infectious disease, climate change simulation, and natural disaster detection, among
others. High-performance computing (HPC) has emerged as a critical tool in addressing this need
of efficiently collecting, managing, storing, and analysing geospatial data streams as well as
handling the "Vs" (volume, variety, velocity, veracity, and value) of big data, since the massive
datasets must be analysed in the context of space and time. This dissertation, therefore, explores
the role of High-Performance Computing in national spatial data analysis, examining its benefits
and challenges for this purpose. Drawing on a review of the literature, case studies,
questionnaires, and semi-structured interviews with experts in the field, the dissertation presents
an overview of High-Performance Computing architecture and software, as well as a framework
for evaluating its efficacy in national spatial data analysis. The main findings from the research
suggest that HPC can significantly improve the speed and accuracy of national spatial data
processing, enabling users to better analyse large and complex datasets. However, there are some
challenges such as cost, data management, and the need for specialized skills and expertise that
were taken note of and needed to be addressed. The inquiries about these points appearing,
concerns and challenges of the appropriation of High-Performance Computing innovation in
spatial data analysis, were taken off from a case study about Zimbabwe National Geospatial and
Space Agency (ZINGSA) in utilizing the graphic explanatory strategy. Eighteen surveys were
recalled out of the twenty surveys that were conveyed and analysed. The investigate suggested
that ZINGSA can embrace High-Performance Computing innovation in its operations, on the off
chance that it is curiously on the side of ICT human assets through training, scientific missions,
and advancements. In expansion, curiously on the side of security through putting the non-
critical application and information within the cloud, or through making hybrid HPC which

comprises of cloud-based HPC for non-basic applications like email and physical HPC data



centre for basic and touchy applications and information. Without a question, the best
administration has a crucial part in the appropriation of this innovation in its operations even
through its decisions and facilities. Overall, this dissertation highlights the importance of High-
Performance Computing in Zimbabwe’s national spatial data analysis and offers practical

recommendations for its effective use.

Keywords: Spatial Data, Big Data, High-Performance Computing, Zimbabwe National
Geospatial and Space Agency (ZINGSA), Zimbabwe



Declaration Page
| declare that this dissertation is my original work except where sources have been cited and
acknowledged. The work has never been submitted, nor will it ever be submitted to another
university for the award of a degree.

Student's Full Name Student's Signature (Date)

Main Supervisor Full Name Main Supervisor's Signature (Date)



Copyright
No part of the dissertation may be reproduced, stored in any retrieval system, or transmitted in
any form or by any means for scholarly purposes without prior written permission of the author
or of Africa University on behalf of the author

Vi



Acknowledgements
My greatest appreciation goes to my supervisor Mrs L. Tembani - Fundisi, from the College of
Business, Peace, Leadership, Peace and Governance for her great effort in making sure that my
research work was a success. She equipped me with the knowledge and skills I needed to make it
in such a competitive environment. Without her distinguished relentless direction and guidance,

this research could not have been possible.

In addition to this, 1 am particularly indebted to the Zimbabwe National Geospatial and Space
Agency family for taking me in and giving me more than | expected. Their patience, and
cooperation in my learning process have been extraordinary. | want to extend my gratitude to my
friends and classmates who stood and believed in me from the first day, giving me all the encouragement
towards the attainment of this professional qualification despite the challenges imposed on us like the
Covid 19 during the period of study.

Above all, I'm grateful to the Lord Almighty for blessing me with the opportunity and intellect
to grow in the field of Information Technology. It is only through Him that the | has come this

far in the academic journey, for everything begins and ends with Him.

vii



Dedication
My life has been a collage of random luck, accidents, consistent self-doubt, mistakes,
opportunities, chance meetings and the odd bout of fortitude and hard work. To all the queens
who stood with me and took place of my late mother, I love you all, and to all the father figures
who stood in for my late father, I salute you all. To the Muchapondwa clan, thank you for raising

a warrior.

This dissertation is dedicated to the poor child growing up in the lowly and dusty streets of any
ghetto, without hope, without opportunity, without love, you too matter, you too are capable and

you can change the world.

viii



List of Acronyms and Abbreviations
AU — Africa University

CPU - Central Processing Unit

DGSS - Discrete Global Grid System

ERP — Enterprise Resource Planning

FGPA - Field Programmable Gate Array
FLOPS - Floating Point Operations Per Second
GB - Gigabytes

GIS — Geographic Information System

GNSS - Global Navigation Satellite Systems
GPS — Global Positioning System

GPU - Graphics Processing Unit

HPC — High-Performance Computing

ICT — Information and Communication Technology
IT — Information Technology

LAN — Local Area Network

MIPS — Million Instructions Per Second

MPI — Message Passing Interface

PC — Personal Computer

TB — Terabyte

UAYV - Unmanned Aerial Vehicle



USGS - United States Geological Survey
ZCHPC - Zimbabwe Centre for High-Performance Computing

ZINGSA - Zimbabwe National Geospatial and Space Agency



Table of Contents

LY o1 1 - T AP UT PP PTO PO PPROPRRRPRRRPION iii
LT = Yo oI - 1= PPN v
(070 o1V =4 o | S PP PPP vi
Yol g o1V 1=To Fd<T o d Y=Y o (U vii
[D]=To [ ot o] H TSSO PP PP VPP PPN viii
List of Acronyms and ADDBIreVviations .........occuiii it e e e e e e sta e e e seabae e e eenaeee s ix
TADIE OF CONTENTS ...ttt ettt e st e e st e st e e bt e e sabe e e be e e s abeesabeeesabeesabeesneeesareeeneens Xi
1. CHAPTER 1: INTRODUCTION ...cciiiiiiiiiiiiiitiieiititeteteteteeeteteteteteteteteteteteteteteteaeteeeteaeteteeseraeeeeeeeereeeeerereserererenes 1
1.2, INTFOAUCTION .ttt ettt e st e e bt e sa b e e s bt e e sa bt e s beeeaabeesabeeesabeesabeeennseesabaeesaseenn 1
1.2. Background Of the STUAY ........eeii it et e e et e e e e e e e e e e eaba e e e e abae e e e enraeeeennrenas 2
1.3. Statement Of the ProbIEM ...ttt st sb e s s 3
R B =T T of a W O] o T =T o 17 YU 4
1.5. RESEAICH QUESTIONS ...eiiiiiiiiiieitie ettt sttt e sb e et st e st e e s bt e s bt e e sabeesabeeesabeesabeesnseesabaeesareens 4
1.6. ASSUMPLIONS/ HYPOTNESIS ....viiiieiiieciiciecteectee sttt ettt ettt sre e be e be e beesbaestaeetbeesbeenteestaesanesaneens 4
1.7. Significance Of the STUAY ...ccueeeii i e ee e e e ee e e e sareeas 5
1.8. Delimitation Of the STUAY .......eei i et e et e e e e e e e re e e e e arae e e eenreeas 5
2. CHAPTER 2: REVIEW OF RELATED LITERATURE ..ccettiiiiititetee ettt ettt e e et e e e e e e s eee e 6
2.0, INEFOTUCTION .ttt st s e et e st e e s b e e s me e e st e e s be e e sareesneeeanreesareeesaneesn 6
2.2. Theoretical FrameWOIK .......coi it st 7
2.3. Relevance of Theoretical FrameWork .........cooievieriiiiiiieeeeeree e 10
2.4, DTINITIONS ..ttt st sttt e r e e r e st s n e e bt reenes 10
3. Chapter 3: Research MethodOIOZY .........coocuiiiiiiiiiie ettt e e et e e e e rte e e e e bee e e e eneeeaeeanes 14
20 [ 014 o T [¥ T o o PSP P RO PRPOPTOURPRNS 14
3.2. Population, sampling procedure, and SAampPle SIZ€.......ccccuveiiiiiieiiiiiiiee e 14
3.3. Data Collection INSTFUMENTS ....cc.eiiiiiiieeeeeee ettt sttt en e e re e saeesane e 15
O N o | LY Lo D - [PPSR 15
3.5, CONFIAENTIAIILY/ PrIVACY . ..cueeeetee ettt ettt et e e e et e e tee e e e e eeteeeetaeeeeteeeesseeetesensreesreeenns 15
3.6. Ethical ConSiderations. .......ueiiieiiiieeie et e s b e e sne e s b e e eneeesreeeane 15
4. CHAPTER 4: DATA PRESENTATION, ANALYSIS AND INTERPRETATION ....cuvtiiiiiiiniiiiieeeeeeeeeeieeeeee e 17
N ) oo [ ¥ T o o O T PSSO PRTOPRPRT 17
4.2. The response rate of QUESLIONNAINES .......cccuviiiiiiiiee e eree e s e bre e e nreeas 17



i T B =Ty o [T T PP P TP PPROPPPTPPRPPPTPPPRUO 17
B.3.2. ABE oottt ettt e et e e en et en et en e enen 18
4.3.3. EAUCALIONAI LEVEL ...ttt ettt st sab e e sat e sb e e sneeesabeeenne 18
4.3.4. Knowledge of HPC TECHNOIOZY ...ccvvuiiiiieiiiieieiee ettt et e s rae e e ssnaeeeeas 19
4.3.5. Factors Driving the adoption of Cloud COMPULING .....ccceciiiiiiiiiiieciiiee e 20
4.3.6. Promising Active HPC EVAlUGLION .......oiiiiiiiieccieee ettt e e et e e e eaaee e 21
T Y =Tol U1 1 4V PPNt 23
4.3.8. Efficiency through High-Performance Computing......ccccccueviiiiieiiniiiiiieiiieec e 24
@ o =Y =T g ¥ o1 o - Y PSP 26
5. Chapter 5: Summary, Conclusions and RecommendationsS..........coooccuriieeeeeiiiiciiiieee et e e e eevnnns 27
5.1 INTPOTUCTION ettt b e s he e s et e st et b e b e sbeesaeeeateebeenbeesbeesneenas 27
5.2, SUMMAIY Of FINGINGS...ceiiiiiiiiecciiee ettt e e et e e e et e e e e e atee e e ebbaeeeessteeesesnbeeesennseeesennsenas 27
oI TR B £ ol ¥ 11 (o] o FO ST P PRSPPI 27
5.4, CONCIUSIONS ..eeinitieeitie sttt ettt et e sttt e st e st e e e bt e e sttt e sabeesabeesabeeesabeesabeeeasbeesabaeesabeesaseesaseeesareeanns 28
5.4.1. To what extent is ZINGSA aware of high-performance Computing?........cccecoceviriiieeinciieeennnns 29
5.4.2. To the extent does Spatial Data Analysis and High-performance computing synergize and
LT ettt ettt b e bt st sa et et b e e bt e eh et eh et e Rt e e b e et e e eheeeheesateebe e be e beennes 29
5.4.3. The Importance of high-performance Computing in the national spatial data analysis.......... 29

5.4.4. The main factors that are more likely to influence ZINGSA to adopt high-performance

(oo] 091 010 ] o T S USSP 30
5.4.5. Can high-performance computing take national spatial data analysis in the future ............... 30
5.4.6. What are the benefits and barriers of high-performance Computing?........c.cccceecvvveeeecieeeennns 30

5.4.7. What are the factors that will influence Zimbabwe National Geospatial and Space Agency to

oo o1 ael (o100 ReleTa 0] o1V [ oY -4 TP PPN 32

5.5. Recommendations fOr ZINGSA ...ttt ettt b e bt st et ebe e sbeesbeesaneeas 32
LT 27 ] Tor=Y o] o L3PPSR 32
5.7. RECOMMENAATIONS ..ottt sttt s e s b e e s e e s be e e beeesabeeesneeesnreesareeesareenane 33
5.8. Suggestions for FUrther RESEAICN ........ciicuiiii e s e ree e e e 34
oI IO o T o) £ YU T ' 4 =1 VPRSP 35
B. REFEIENCES ...ttt ettt e b e s bt e s bt st e bt e bt e bt e s be e sae e et e e ne e beenreenane e 42

xii



xiii



CHAPTER 1: INTRODUCTION

1.1. Introduction
As it has been the norm of the day that the Zimbabwean Government is striving to centre its

national development on inclusivity such that all sectors are equally involved in the
developmental process. Issues around geospatial and earth observation intelligence have become
a discourse that entails that we can’t efficiently implement spatial and space development as in
Zimbabwe. Withholding such, national development has been thriving to encompass Global
Navigation Satellite Systems, aerial mapping, Real Time Kinetic (RTK) surveys, topographic

map creation, ground control point establishment, cadastre surveying, and examinations.

It is equally important to note that satellites, ubiquity sensors, and other devices will be installed
and they will produce larger quantities and more diverse types of geospatial data. Over time,
with the increasing amount of spatial data being collected, the use of that spatial data will be
more likely to often be limited by accessibility, human capacity, and resources. The use of spatial
data in particular will be limited by, among other factors, software needed to work with
geospatial data, and the computational resources often required to prepare large and complex
datasets for analysis. Overcoming these technological barriers is a significant focus of the geo-
intelligence organizations including the Zimbabwe Government and its partners, who monitor
and evaluate the progress of national development efforts through The Ministry of Higher and
Tertiary Education, Innovation Science and Development.

Therefore, this study is sought to look at the essence of using high-performance computers for
National Spatial Data Analysis as compared to traditional methods and the use of ordinary
computers and the relative benefits to the surveyors and the related stakeholders as much as data
capturing, manipulation, distribution and analysis of big spatial can be made easier. While using
computers in these spatial and geographic information systems applications, new technologies,
such as multicore high-performance processing computers, as well as reliable and robust
broadband connectivity, will help bring up a long-term solution that makes it practically possible
to implement geographical information systems, geo-engineering, earth observation, and
monitoring, weather forecasting, space science, space exploration and satellite communications

in line with the national development strategy.



1.2. Background of the Study

Spatial data analysis was first attempted dating back to the 1960s in Canada using traditional
descriptive or inferential statistics for numerical comparison or by displaying the outputs with
the spatial features associated with the spatial data sets. The earliest main objective for the
subject of GIS applications was to systematize national natural resources but, the analysis was
however unable to provide insight into the spatial attributes and they could not interpret the

spatial relationships among the given spatial data sets.

It is difficult to imagine the world, a country, or a super industry that does not benefit from geo-
referencing directly or indirectly. Spatial data analysis allows for determining if the selected area
is well suited for a particular business activity, detecting changes, identifying tendencies,
assessing risks, outlining possible outcomes, and preventing losses. This, therefore led to the
proliferation in amounts of generated data as it has propelled the rise of high-performance
computing solutions to efficiently analyse and extract useful insights from such data. Meanwhile,
spatial data has become ubiquitous, GPS data, with increasingly sheer sizes in recent years. The
applications of big spatial data span a wide spectrum of interests including tracking infectious

disease, climate change simulation, and drug addiction, among others.

This study sought to comprehensively review the essence of work in the intersection of high-
performance computing and big spatial data. The advancement of technology will radically
benefit this unique and advanced research, innovation, and advisory sector through the use of
different software applications as there had been an unprecedented explosion in the amounts of
generated and collected data, for example, space telescopes can generate roughly up to 150 GB
weekly spatial data, and satellite earth images archive has more than 500 TB. To efficiently
process such tremendous amounts of spatial data, researchers and developers need to take a
stride toward the use of HPCs. Up-to-date tools and spatial analysis techniques will undoubtedly
provide more accurate analytics that will assist design, promoting, coordinating, conduct
research and development initiatives that promote efficient advances in Geospatial Sciences and
Earth Observations, Space Engineering, Space Science, Aeronautical Engineering, Mechatronics,
Satellite  Communication Systems, Global Navigation Satellite Systems (GNSS), Land
Positioning Systems, Unmanned Aerial Vehicles (UAV) and Launch of Satellites to efficiently

harness the development and application of Geospatial and Space Technologies for the



advancement of Zimbabwe’s modernization and industrialization agenda, there is a strong need
for the adaption to the use of high-performance computers (HPC), contributing more to

Zimbabwe’s Government's national development strategy.

1.3. Statement of the Problem

While there is no consensus on the definition of big data (Ward and Barker, 2013; De Mauro et
al., 2015), the widely used definition is: “datasets whose size is beyond the ability of typical
database software tools to capture, store, manage, and analyse” (Manyika et al., 2011, p.1).
Geospatial big data refers to a specific type of big data that contains location information, and
most data today are inherently spatial, collected with ubiquitous location-aware sensors such as
satellites, GPS, and environmental observations. Geospatial big data offers great opportunities
for advancing scientific discoveries across a broad range of fields, including climate science,
disaster management, public health, precision agriculture, and smart cities. However, what
matters the most is the ability to efficiently and promptly extract meaningful information from
spatial data, an aspect reflected in the widely used big data definition provided above. Efficiently
extracting such meaningful information and patterns is challenging due to big data’s 5 -Vs
characteristics which are volume, velocity, variety, veracity, and value (Zikopoulos and Eaton,
2011; Zikopoulos et al., 2012; Gudivada et al., 2015), and geospatial data’s intrinsic feature of

space and time.

Volume refers to the large amounts of data being generated. Velocity indicates the high speed of
data streams and the accumulation that will gradually occur over time. Variety refers to the high
heterogeneity of data, such as different data sources, formats, and types. Veracity refers to the
uncertainty and poor quality of data, including low accuracy, bias, and misinformation. For
geospatial big data, these four Vs must be handled in the context of dynamic space and time to

extract the “value’ from big data, which creates further challenges.

High-performance computing (HPC) provides an essential solution to geospatial big data
challenges by allowing fast processing of massive data collections in parallel. Handling
geospatial big data with HPC can help us make quick and better decisions in time-sensitive
situations, such as emergency response (Bhangale et al., 2016). It also helps us to solve larger

problems, such as high-resolution global forest cover change mapping in reasonable timeframes



(Hansen et al., 2013) and to achieve interactive analysis and visualization of big data (Yin et al.,

2017).

Therefore, this study seeks to identify the benefits and challenges of adopting High-Performance

Computing and services technology in Zimbabwe’s national spatial data infrastructure analysis.

1.4. Research Objectives

The study has the following specific objectives:

1.

To determine the extent to which the Zimbabwe National Geospatial and Space
Agency is aware of high-performance computing.

To determine the extent to which Spatial Data Analysis and High-performance
computing synergize.

To establish the importance of high-performance computing in national spatial data
analysis.

To identify the main factors that influence ZINGSA to adopt high-performance
computing.

To assess the promising future of high-performance computing in spatial data
analysis.

1.5. Research Questions

1.
2.

To what extent is ZINGSA aware of high-performance computing?

To what extent do Spatial Data Analysis and High-performance computing synergize
and relate?

What is the importance of high-performance computing in national spatial data
analysis?

What are the main factors that are more likely to influence ZINGSA to adopt high-
performance computing?

Where can high-performance computing take national spatial data analysis in the

future?

1.6. Assumptions/ Hypothesis

1.

Zimbabwe National Geospatial and Space Agency will adopt High-Performance

Computing and services to increase efficiency.



2. Stakeholders and respondents within the organization would be able to comply and
hence provide honest data which will assist in the results of the study.

3. High-Performance Computing has a positive impact when it comes to reducing big
data processing time.

4. The Respondents are acquainted with the knowledge of High-Performance

Computing.

1.7. Significance of the study

This dissertation attempts to fill this gap in the nexus between the concerns of national spatial
data analysis and high-performance computing in Zimbabwe. This is an attempt to add
perspectives on the essence of high-performance computing. In exploring these issues, the
research will seek to lay the groundwork for the understanding of big data handling as much as
storage and management are concerned, spatial indexing, tasks scheduling, query processing, and
handling, and workflow-based systems. This research may also help to make the geo-intelligence

professional practice more accountable to spatial data consumers and users.

1.8. Delimitation of the Study

While traditional coordinate systems (such as the system based on latitude and longitude) have
been successful as a frame of reference, a relatively new framework called the discrete global
grid system (DGGS) is believed to work better in managing and processing the heterogeneous
geospatial big data associated with the curved surface of the Earth (Sabeur et al., 2019). DGGS
represents “the Earth as hierarchical sequences of equal area tessellations on the surface of the
Earth, each with global coverage and with progressively finer spatial resolution” (OGC, 2017). It
aims to provide a unified, globally consistent reference framework to integrate heterogeneous
spatial data—such as raster, vector, and point cloud—with different spatiotemporal scales and
resolutions. The design of DGGS makes it natively suitable for parallel processing with HPC, as
the data that it stores and manages has already been decomposed into discrete subdomains.
However, this research will remain based on traditional reference frameworks. Future research is
needed to investigate spatiotemporal indexes, parallel algorithms, and big data computing
platforms in the context of DGGS and HPC.



CHAPTER 2: REVIEW OF RELATED LITERATURE

2.1. Introduction

The introduction of High-Performance Computing in recent years has piqued the interest of a
wide range of people. Organizations, institutions, and end users are all examples of beneficiary
users. This is due to the adoption of a new economic model for High Performing computing that
promises to transform the Information Communication Technology (ICT) department. The
fashion model promises a shift away from an organization that is forced to invest heavily in

limited ICT resources.

According to Zikopoulos and Eaton, 2011; Zikopoulos et al., 2012; Gudivada et al., 2015.,
efficient extraction of meaningful information and patterns is challenging due to big data’s 5-V
characteristics—volume, velocity, variety, veracity, value, and geospatial data’s intrinsic feature
of space and time. For geospatial big data, these four Vs must be handled in the context of

dynamic space and time to extract the ‘value’ from big data, which creates further challenges.

High-performance computing (HPC) provides an essential solution to geospatial big data
challenges by allowing fast processing of massive data collections in parallel. Handing
geospatial big data with HPC can help us make quick and better decisions in time-sensitive
situations, such as emergency response (Bhangale et al., 2016). It also helps us to solve larger
problems, such as high-resolution global forest cover change mapping in reasonable timeframes
(Hansen et al., 2013) and to achieve interactive analysis and visualization of big data (Yin et al.,
2017).

Therefore, this section explores how High-Performance Computing is used to handle geospatial
big data. It first summarizes four typical sources of geospatial big data. It then describes the four
key components, including data storage and management, spatial indexing, domain
decomposition, and task scheduling. It also defines High-Performance Computing, a brief history
of High-Performance Computing, its benefits to the organization, underlying technologies,
service and delivery models offered by High-Performance Computing, characteristics, factors to
be considered in HPC adoption, where and where not to adopt HPC, the economics of HPC and

the recommendations for adoption.



2.2. Theoretical Framework

Huge quantities of data are being generated across a broad range of domains, including banking,
marketing, health, telecommunications, homeland security, computer networks, e-commerce, and
scientific observations and simulations. These data are called big data, which generally refers to
datasets whose size is beyond the ability of typical database software tools to capture, store,
manage, and analyse. Geospatial big data is also a specific type of big data that contains location
information. Most data in this modern day are inherently spatial, collected with ubiquitous
location-aware sensors such as satellites, global positioning systems, and environmental
observations. This type of big data offers great opportunities for advancing other industries and
sectors such as climate science, disaster management, public health, precision agriculture, and
smart cities. However, the ability to efficiently and promptly extract meaningful information
from spatial data has been limited due to its demand for efficient computational power.

HPC can be used to handle geospatial big data and solve geospatial big data challenges by
allowing the fast processing of massive datasets in parallel. Handling geospatial big data with
HPC can help the responsible authorities to make quick and better decisions in time-sensitive
situations, such as emergency response. It also helps the responsible to solve larger problems,
such as high-resolution global forest cover, changing the mapping in reasonable timeframes and

achieving interactive analysis and visualization of big data.
Four typical sources of geospatial big data are summarized below.

Geospatial and earth observations

Geospatial and earth observation systems generate massive volumes of disparate,
dynamic, and geographically distributed data with in-situ and remote sensors. Remote
sensing, with its increasingly higher spatial, temporal, and spectral resolutions, is one
primary approach for collecting earth observation data on a national scale. The Landsat
archive, for example, exceeded one petabyte and contained over 5.5 million images
several years ago (Wulder et al., 2016; Camara et al., 2016). When efficiently operating,
the national surveying team can bring in more than a terabyte of spatial data to its
archives every day, which a general computer cannot quickly handle. In Zimbabwe, the
wide use of drone-based remote sensing has opened another channel for big Earth

observation data collection.



Geoscience model simulations

The rapid advancement of computing power can allow Zimbabwe to model and simulate
earth phenomena with increasingly higher spatiotemporal resolution and greater
spatiotemporal coverage, producing huge amounts of simulated national geospatial data.
A typical example can be a climate model simulation. According to the
Intergovernmental Panel on Climate Change (IPCC), they produced ten petabytes of
simulated climate data from their Fifth Assessment Report (AR5) alone, and the next
IPCC report is estimated to have produced hundreds of petabytes (Yang et al., 2017;
Schnase et al., 2017). (Murphy et al., 2014) suggest that calibrating the geoscience
models also produces large amounts of geospatial data, since a model often must be run
many times to sweep different parameters. A general-use computer will struggle to

process this.
Internet of Things

The term Internet of Things (IoT) was first coined by Kevin Ashton in 1999 in the
context of using radio frequency identification (RFID) for supply chain management
(Ashton, 2009). The IoT connects “things” to the internet and allows them to
communicate and interact with one another, making them form a vast network of
connected things. The “things” include devices and objects such as sensors, cell phones,
vehicles, appliances, medical devices, and so on. These things, in the modern day, have
been coupled with ubiquitous location-based sensors, which are generating massive
amounts of geospatial data. 10T continuously generates unstructured or semi-structured
geospatial data streams across the globe, which are more dynamic, heterogeneous, and
noisy and will need robust computing power to be able to be processed in real-time.

Volunteered geographic information

Volunteered geographic information (VGI) refers to the creation and dissemination of
geospatial data from the public, in which citizens are regarded as sensors moving
“freely” over the surface of the earth (Goodchild, 2017). The whole VGI is enabled by
the internet, GPS, and smart technologies, and as a result, massive amounts of location-
based data are being generated and disseminated by billions of citizen sensors inhabiting

the world. Through geotagging (location sharing), for example, social media platforms



such as Twitter, Facebook, Instagram, and Tinder provide environments for digital
interactions among millions of people in the virtual space while leaving “digital
footprints” in the physical space. For example, about 500 million tweets are sent per day
according to Internet Live Stats (2019); assuming the estimated 1% geotagging rate

(Marciniec, 2017), five million tweets are geotagged daily.

This study, therefore, relies on this framework model of big data to make the case that high
performance can solve the challenges associated with big data and contribute more to the national
development processes. The challenges of handling big data had led to a shift in focus away from digital
spatial data collection toward a more traditionally focused way of collecting spatial data. According to
this research, the adoption of high-performance computing can be a crucial stepping stone toward the

next researched big data handling models nationally through ZINGSA.

Key Components of Geospatial Big Data Handling with HPC

1. Data storage and management

Data storage and management is essential for any data manipulation system, and it is
especially challenging when handling any type of big data, particularly spatial data.
Massive volumes of data require large and reliable data storage. Traditional storage and
general-purpose computers cannot efficiently handle data at the petabyte scale
(Robinson, 2012). Second, the fast velocity of the data requires storage with the
flexibility to scale up or out to handle the ever-increasing storage demands (Katal et al.,
2013).

2. Spatial indexing
Using HPC, many processing units must concurrently retrieve different pieces of data to
perform various data processing and spatial analysis in parallel, for example, clipping,
road network analysis, and remote sensing image classification. Spatial indexing is used
to quickly locate and access the needed data, such as some specific image tiles for raster
data or specific geometries for vector data, from a massive dataset; to quickly locate and
retrieve a specific unit from terabytes of spatial data at the byte level. Since the
performance of the spatial index determines the efficiency of concurrent spatial data
visits (Zhao et al., 2016), it directly impacts the performance of parallel data processing.

3. Domain decomposition



This technique devises a divide-and-conquer approach, by first dividing a big problem
into concurrent small problems and then processing the small problems in parallel using
multiple processing units. This procedure is called decomposition. Based on the problem
to be solved, the decomposition will take one of three forms: domain decomposition,
function decomposition, or both. Domain decomposition treats the data to be processed as
the problem and decomposes the big problem into many small datasets. Parallel
operations are then performed on the decomposed data and then focus on the
computation, dividing the big computation problem (e.g., a climate simulation model)
into small ones (e.g., ocean model, atmospheric model).

4. Task Scheduling
Task scheduling refers to distributing subtasks to concurrent computing units (e.g., CPU
cores or computers) to be processed in parallel. Task scheduling is essential in HPC
because the time spent to finish subtasks has a direct impact on parallelization
performance. Determining an effective task schedule depends on the HPC programming
paradigms and platforms, the problems to be parallelized, and the underlying computing
resources. Regardless, two significant aspects must be considered to design efficient task
scheduling approaches for geospatial big data processing: load balancing and data

locality.

2.3. Relevance of Theoretical Framework

Spatial big data is relevant and valid to modern-day activities. The literature highlighted practical
examples that are currently being faced and ongoing in the geo-intelligence world. However, the
literature did not to a greater extent highlight how the growing need for greater computational
needs may be managed and addressed. It also did not address the geospatial data processing
platforms that can be employed.

2.4. Definitions

High-Performance Computing

The most normative definition of High-Performance Computing is that issued by the United
States Geological Survey (USGS) which states that High-Performance Computing most

generally refers to the practice of aggregating computing power in a way that delivers much
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higher performance than one could get out of a typical desktop computer or workstation in

solving large problems in science, engineering, or business.
Geospatial Data

IBM defines geospatial data as information that describes objects, events, or, other features with
a location on or near the surface of the earth. Geospatial data typically combines location
information (usually coordinates on the earth) and attribute information (the characteristics of the
object, event, or, phenomena concerned) with temporal information (the time or life span at
which the location and attributes exist). The location provided may be static in the short term (for
example, the location of a piece of equipment, an earthquake event, and children living in
poverty) or dynamic (for example, a moving vehicle or pedestrian, the spread of an infectious

disease).
The Internet and High-Performance Computing

The Internet is defined as a network of networks, which provides software/hardware
infrastructure to establish and maintain connectivity of computers around the world. High-
Performance Computing, is a technology that delivers a variety of resources over a network.
Therefore, in establishing a connection and operating on High-performance putting to deliver
services, one needs Internet access, and services can be offered within enterprises through LANs
but in reality, they cannot operate nationally, regionally, or globally without the Internet.

HPC Models

o Embedded Software.

e Supercomputer.

e Cluster Computing.

e Embedded Systems.

« Graphics Processing Unit.
e Message Passing Interface.
e Grid Computing.

e Cloud Computing.

e Quantum Computing.

o Workload.
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The Embedded HPC software is the response to the growing appetite for better computational
power in embedded applications. This kind of application requires the CPU and field-

programmable gate array (FPGA) to be on the same board and ideally in the same chip.

One of the best-known types of HPC solutions is the supercomputer. A supercomputer. A
supercomputer is a computer with a high level of performance as compared to a general-purpose
computer as it contains thousands of compute nodes that work together to complete one or more
tasks. This is called parallel processing. It’s similar to having thousands of general-purpose
computers networked together, combining computing power to complete tasks faster. The
performance of a supercomputer is commonly measured in floating-point operations per second
(FLOPS) instead of million instructions per second (MIPS).

In HPC, clustering refers to the use of multiple computers, typically PCs or UNIX workstations,
multiple storage devices, and redundant interconnections, to form what appears to users as a
single highly available system. Cluster computing can be used for load balancing as well as for

high availability.

An embedded system is a microprocessor- or microcontroller-based system of hardware and
software designed to perform dedicated functions within a larger mechanical or electrical system,
either as an independent system or as a part of a large system. At the core is an integrated circuit

designed to carry out computation for real-time operations.

A graphics processing unit (GPU) is a specialized electronic circuit designed to manipulate and
alter memory to accelerate the creation of images in a frame buffer intended for output to a
display device. GPUs are efficient at manipulating computer graphics and image processing.
Their parallel structure makes them more efficient than general-purpose central processing units
(CPUs) for algorithms that process large blocks of data in parallel.

The message-passing interface (MPI) is a standardized means of exchanging messages between
multiple computers running a parallel program across distributed memory. In parallel computing,
multiple computers — or even multiple processor cores within the same computer — are called
nodes. Each node in the parallel arrangement typically works on a portion of the overall

computing problem. The challenge then is to synchronize the actions of each parallel node,
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exchange data between nodes, and provide command and control over the entire parallel cluster.
The message-passing interface defines a standard suite of functions for these tasks. The term
message passing itself typically refers to the sending of a message to an object, parallel process,
subroutine, function, or thread, which is then used to start another process.

An HPC workload is a highly complex, data-intensive task that is spread across compute
resources, which each runs part of the task in parallel. An HPC system can run millions of
scenarios at once, using terabytes (TB) of data at a time, which helps organizations get insights

faster.

Grid Computing; This model is similar to cluster computing but operates on a larger scale. It
involves multiple clusters of computers connected over the internet to form a computational grid.
Grid computing is suitable for complex simulations and data analysis that require a large

distributed infrastructure.

The Cloud Computing model provides on-demand access to computing resources, including
processing power, storage, and software, over the Internet. Cloud computing allows users to
quickly scale up or down their computing resources according to changing needs. It is suitable
for users who require occasional access to HPC resources without the high cost of building and

maintaining a dedicated infrastructure.

The Quantum Computing model is still in its early stages but has the potential to revolutionize
computing power by using quantum bits (qubits) to perform computations. While traditional
computers operate on binary states of 0 and 1, quantum computing works with states that may

exist in both states simultaneously, multiplying the computational power exponentially.
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Chapter 3: Research Methodology

3.1. Introduction
This chapter outlines the research design, the study’s population, sample and sampling
techniques, the data collection procedures, and the data analysis.

Research Design

The purpose of this research is to identify the concerns and challenges of the adoption of High-
Performance Computing in the National Spatial Data Analysis for Zimbabwe thus a descriptive-
analytical approach was used in this research as it will give an in-depth. This type of research
will require quantitative research methods. Therefore, questionnaires will be used to collect the
data from participants however depth interviews have to be used for data collection. The
Questionnaires are given to the people at the Zimbabwe National Geospatial and Space Agency

and interviews will be carried out with the management of ZINGSA.
3.2. Population, sampling procedure, and Sample size

Population

The population sample includes the ZINGSA family and this study was conducted at ZINGSA
thus the Harare Head Office and Mazowe Ground Station. Also, the study was conducted at
ZCHPC which is found in a nearby complex to the ZINGSA complex. The possible population
will include almost all the employees at ZINGSA with general desktop computers thus those
who can access their emails thus approximately 50 employees.

Sampling procedure

The researcher is going to use Stratified Random. According to Haynes, 2019, this is whereby
the population is broken down into relatively homogenous categories in stratified samples,
named layers, and examples of strata may be sex/gender, age groups, educational levels, or
management levels. Selection is conducted randomly in the individual strata and this ensures the

possibility of selection of each variable in the population (Hayes A. , 2019).
Sample size

The researcher will use the stratified random sampling method, by using questionnaires and
conducting interviews with the employees at ZINGSA and ZCHPC. The stratified sampling will

be carried out from the strata thus the selected individuals will get the chance to choose between
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taking a questionnaire and being interviewed. The researcher will research a sample size
population of ZINGSA. This technique for sampling strata is used to distinguish between
employees that prefer working on traditional data processing and analysis and those that support
the adoption of HPC.

3.3. Data Collection Instruments

A data instrument is a tool used to collect, measure, and analyse that is related to the topic.
Questionnaires, surveys, tests interviews are examples of data collection tools. So, in this
research, the researcher will use interviews, questionnaires, and the analysis of documents to
collect the necessary data. The researcher instruments will allow the researcher to collect the
relevant data which answered the various research questions.

3.4. Analysis of Data

Data will be presented qualitatively and quantitatively. Research findings will be presented
descriptively inner thus through the narration of findings. The quantitative analysis will include
pie charts, graphs, and diagrams which will be used to give a quick visual impression but

qualitative explanations will accompany every quantitative presentation.

3.5. Confidentiality/ Privacy

The employees who will have participated will not be entitled to give out their identities as a way
of keeping the information private and highly confidential.

Investigator Experience/qualifications

The researcher was recently on an 8-month attachment period with ZINGSA.

3.6. Ethical Considerations
Fouka in 2011, described ethical considerations as the basic principles that must be followed by
an individual. They make sure that no human rights are violated and that the research being

conducted has no hidden agenda.
In my study, the following ethical principles will be adhered to:

i.  The researcher will first seek permission to undergo the study at ZINGSA and ZCHPC
and will adhere to the rules.
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ii.  No interviewee will be threatened or coerced into cooperating with the investigation.
They will have the right to choose whether or not to submit the report.

iii.  The respondents' anonymity and confidentiality, as well as their personal information,
will be preserved in the study. For this purpose, no reference will be made to a single
respondent, whether by name, code, or identification, and various tools were in place to
protect the respondent's identity.

iv.  Only people who will give their consent and understanding of what they will be doing
will take part in the study. Respondents will be given sufficient information about the
study before being asked to answer some questions.

v.  The researcher treated all respondents with the same regard and will be complimentary

about the sample.

Summary

This proposal is a descriptive review of the adoption of high-performance computing at the
Zimbabwe National Geospatial and Space Agency. It is an extensive survey that will use
quantitative analysis to develop knowledge. The research will discuss, among other topics,
research paradigms, the architecture, research processes, data collection tools, data analysis,

description and presentation procedures, and research ethics.
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CHAPTER 4: DATA PRESENTATION, ANALYSIS AND INTERPRETATION

4.1. Introduction

This chapter is focused on the comprehensive presentation, analysis and interpretation of the data
gleaned from the research conducted with the help of the tools for data gathering described in the
previous chapter and a detailed analysis of the research findings concerning the objectives.
Understanding how to make sense of the raw data collected in the previous chapter is the main
contribution of this section. The study's objectives informed the design of online questionnaires and semi-
structured interviews with study participants, who were asked about their perspectives on the essence of
adopting high-performance computing in national spatial data analysis. In this way, the study serves as a
bridge between the research findings and the dissertation's literature review analysing the various
factors of high-performance computing technology, and the benefits and consequences of this

technology. This chapter further discusses the demographic statistics of the participants.

4.2. The response rate of questionnaires

The researcher sent the google forms-based questionnaire to 20 randomly selected participants
via email, as stated in the previous chapter. Of these 20 questionnaires, 18 were completed
successfully, providing a 90% response rate to continue with the rest of the study. The researcher
concluded that some of them were involved in other duties and they followed up on non-

represent ants. No response was given to the two questionnaires.

4.3. Data Presentation and Analysis

4.3.1. Gender

The majority of the respondents were men at 66.67 % and females at 33.33% as summarized in
the figure. Figure 4.2.1 shows explicitly that the populations utilizing and largely involved
around the information and technology and in the GIS, departments were mostly men responsible
for all activities and utilization of the technology tools. The questionnaire was answered whether

the ZINGSA employees had little or more knowledge of HPC technology.
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GENDER OF RESPONDENTS

Gender |Number of Percentage
Respondents
Females |6 33.3333333
Males |12 66.6666667
® Females
= Males

4.3.2. Age

Most people were between 18 and 30 years of age. As shown below, this age group comprised
50 % of the population. The statistics show that the age group 18-30 had about 50% and has the
bulk of respondents from the chart below, followed by the age group 31-40, with 27.78%. The
age group 41-50 had about 16.67%. The 51 to 60 age group had 5.56% and the 60 and above

community was the last with no representatives.

AGE OF RESPONDENTS

Age Number of Percentage

Range |Respondents

1530 o 0 m13-30

31-40 |5 17.7777778 =31-40

T S o

h > - 51-60
w60+

4.3.3. Educational Level
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The statistics show that most of the population are undergraduate holders at (39%), followed by
postgraduates at (22%), on an equilibrium with Doctor of Philosophy (PhD) at 22 % also. The
least population were diploma holders with a representation of 17%.

LEVEL OF EDUCATION OF RESPONDENTS

Level Of Number of Percentage
Education Respondents

O Level 0 0

A Level ] 0

Diploma 3 16.6666667
Underg;radu:tn 7 38 8883889
Post Graduate |4 222222222
PhD 4 222222222

0 Level « Diploma
Undergraduate = Post Graduate = PhD

4.3.4. Knowledge of HPC Technology

From the study, almost all of the respondents in the company have a certain knowledge of cloud
computing thus 99.9% probability of HPC awareness in the company. The whole proportion of
people who have knowledge of high-performance computing at ZINGSA is due to their exposure
to the technological world, and the sister company they share the complex with, just a stone's

throw, which is the Zimbabwe Centre for High-Performance Computing.
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4.3.5. Factors Driving the adoption of Cloud Computing

FACTORS DRIVING THE ADOPTION OF HPC

Factors driving
the adoptionof | 1 |2 |3 |4 |5
HPC

Bursnng M ERE 80% I
computing needs
L]

MNeed for more
capacity and 18 e B
capability 209 3 5
Eeduced

7 2 1 1 L

Feduced Fapid Hizher

processing time 0%

- Bursting Head for more

Rapid computing needs  capacity and  processing time  deplovment of  perfonmance of

deployment of - capability application and  IT zervicas
o 1117 IT infrastmacnure

|application and

IT infrastructore ml 2 83 54 B3

Higher

performance of 612]10

IT zervices

Presented above are the factors driving the adoption of high-performance computing at the
Zimbabwe National Geospatial and Space Agency, (ZINGSA) and upon analysing the data from
the respondents at ZINGSA, it was revealed that 72.22% of the respondents strongly agreed that
one of the major factors driving the adoption of this technology is the bursting of computer
needs. 16.67% of the respondents agreed to the same driving factor towards the adoption of
High-Performance Computing, whilst 11.11% of the respondents were neutral and none of the
respondents disagreed that bursting computer needs is a factor that drives the organization
towards the adoption of cloud computing. Now, based on the above findings, it is obvious that
most participants 72.22% agreed that the bursting computing needs are one of the factors driving

the adoption of cloud computing at ZINGSA.

Another factor is the need for more capacity and capability for the organisation as it is still in its
growth phase. The data from the respondents on this factor showed that all the respondents
strongly agreed to this factor, as ZINGSA is still just at the beginning of its trajectory and there
are a lot more expectations and goals to be achieved, giving it a 100 per cent of the respondents

strongly agreeing to this factor.
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Moving on to the other factor that is likely to drive ZINGSA to adopt high-performance
computing. 94.44% of the respondents strongly agreed that reduced processing time is also
another factor driving the adoption of this technology, whereas 5.56%, only one of the 18
respondents was not sure if reduced processing time is a driving factor for high-performance
computing, thus they are on the neutral side. Therefore, it is noteworthy to mention that the
majority of the respondents were sure and agreed to the fact that reduced processing speed is a
factor that will drive the adoption of high-performance computing at the Zimbabwe National

Geospatial and Space Agency.

Another interesting factor driving the adoption of high-performance computing is the rapid
deployment of applications and ICT services and infrastructure which resulted in 94.44%
strongly agreeing to this, 5.56% of the respondents agreed and none were neutral or had to
disagree. Hence, from the above findings, it is obvious that the majority of the respondents
94.44% agreed that one of the factors driving the adoption of high-performance computing at

ZINGSA is the rapid deployment of applications and ICT services as well as infrastructure.

The last proposition on the factor in question was the higher performance of general-purpose IT
services. For this proposed factor, nearly half of the respondents strongly agreed to this, pegged
at 55.56% of the respondents. 11% of the respondents fairly agreed with the proposition that
higher performance of the IT services can drive ZINGSA to adopt high-performance computing.
33.33% took a neutral position regarding this proposition and none of the respondents disagreed

with this proposition.

We cannot talk of any computing technology without networking and internet accessibility, it
was revealed that all of the respondents strongly agreed that on the network accessibility, the

internet quality is very high. they all agreed to the same proposition

4.3.6. Promising Active HPC Evaluation
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PROMISING ACTIVE HPC EVALUATION

112|345

Adoption of HPC
technology helps on
the improvement of
big data processes.

18

Technodogical advancement encourages

technology helps
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to this new 0% A% A% B0M B0
technologies
The expert staff mlE2E3 nd S
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lookout for new 11314
technological
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From the above illustration, all the respondents 100% strongly agree that the adoption of high-
performance computing technology helps with the development of big data processes in the
future and none of the respondents agree that high-performance technology helps with big data
processes and hence it’s a benefit to consider for ZINGSA as an organization, and Zimbabwe as
a country. Another promising active HPC evaluation for the future is that it helps with
development, creativity and innovation. 11.11% strongly agreed with this evaluation whilst
38.89% mildly agree on the same proposition. 22.22% of the respondents maintained a neutral
response whereas 27.78% disagreed with the proposition that HPC helps employees with
development, creativity and innovation. All in all, a higher percentage of the respondents agreed

with this evaluation.

The other proposition was that the ICT team and HPC experts should continue to look for newer
HPC technology developments. 77.78% also strongly agree with the same. Of the respondents,
16.67% just agreed to the proposition and 5.56% took a neutral position on the proposition.
Therefore, the majority seems to agree on the continuous lookout for new technological
developments as much as HPC is concerned. 100% of the respondents strongly agreed that
training and advancement should be offered to employees, and there were no neutral or negative
standings to this proposition. By analysing the findings, the majority of the respondents
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confirmed that there is a brighter proposition that lies in favour of ZINGSA in the future, for the

organisation, and the nation.

After analysing all the findings on the promising active high-performance evaluation, a greater
percentage seems to be agreeing with the proposition that the promising future of high-
performance computing in spatial data analysis is bright, only a few are neutral or seem to

disagree on these factors.

4.3.7. Security

SECURITY 1213|415
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For efficiency, HPC should
be a hybrid, which consists of
both HPC Cloud services to
put non-sensitive and public
applications and also from
the Private Data Centre to
maintain the confidentiality
and security of data.
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The most important feature in any organisation is the security of data. Therefore, the responses
form the survey showed that none of the respondents strongly agree that ZINGSA employees
must know where the data is stored in the HPC data centre, 16.67% agree to this same
proposition whilst 38.89% remained neutral thus they are not sure of what they want. But the
minority of the responding population want to know where the organisation’s data is being stored
in the HPC data centre. Another factor which was included is the strength of data security which

they say depends on the service provider. The majority constituting 61.11% strongly agree with
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this factor. Of the respondents, 27.78% agree with this whilst 11.11% remained neutral on this

factor.

The whole 100% of the respondents strongly agree that it can be considered a contract agreement
between ZINGSA and the HPC service provider for the safety and reliability of the data and they
also agreed that for efficiency, the HPC system should be a hybrid thing, which consists of HPC
Cloud services and therefore, an on-site HPC data centre, and there were no neutralities or

negativities.

The whole 100% of the respondents all agreed that an HPC data centre is safer than traditional
methods such as external drives of which the greater percentage, 88.89% strongly agreed and

11.11% of the respondents agreed.

4.3.8. Efficiency through High-Performance Computing

EFFICIENCY IMPROVEMENT =
THEOUGH HPC ADOPTION
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rid of unnecessary costs.

From the data collected, it is shown that 16.67% strongly agree that high-performance computing
helps to reduce expenses to regularly go buy hardware at ZINGSA, and 77.78% somewhat agree
that high-performance computing helps to reduce expenses to regularly go buy hardware at
ZINGSA. 5.56% were neutral on the fact that high-performance computing helps to reduce

expenses to regularly go buy hardware whilst none disagreed.
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The gathered data indicate that 66.67% of the sample was for high-performance computing helps
to control expenses by use. 16.67% of the sample strongly agreed to the proposition that HPC's
prior feature can control cost by use, and the other 50% agreed, with 16.67% taking a neutral

stand on this.

The other efficiency contributor through high-performance computing adoption that was
indicated by the respondents is the reduction of cost and capital expenditure, getting it converted
in the IT operations to ongoing expenses. A greater proportion of the population strongly agreed
with this fact, with a total percentage of 72.22% of the respondents, with 11.11% also agreeing

on this, and just a third of the sample were neutral and 0% disagree on this.

Another factor includes the innovation that high-performance computing brings without
increasing cost appeared to be one of the leading HPC efficiency factors with 50% strongly

agreeing while the cost and the other 50% were neutral on this factor.

High-performance computing's most important feature is getting rid of unnecessary costs and
promoting efficiency considering ZINGSA would benefit from this proposition with 83.33%
strongly agreeing, 5.56% also agreeing to this while 5.56% were neutral and 5.56% disagreed
that high-performance computing is a most important feature is getting rid of unnecessary costs

within the organization.

The responses obtained by the researcher showed that to a larger extent, the respondents agree
that high-performance computing most important feature in improving efficiency and getting rid

of unnecessary costs.
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4.4. Chapter Summary
This chapter presented and visualised the results of the research, examined them and reviewed

them in association with the literature review. The beginning of the chapter showed that
participants' rate of response was obtained using questionnaires and interviews. The data
visualization and analytics were done after and were organised following the research objectives.

The next chapter looks at the summary, conclusions, and recommendations of the study.
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Chapter 5: Summary, Conclusions and Recommendations

5.1. Introduction
This chapter focuses on ending the study, the conclusions accompanied by recommendations on

the conclusion. The chapter also access whether the key factors of the objectives of the study

were achieved and the areas of further study are highlighted in this chapter as well.

5.2. Summary of Findings
The study aimed to investigate the factors driving the adoption of high-performance computing

at the Zimbabwe National Geospatial and Space Agency. It focused on establishing whether the
employees at this organization knew this technology and the benefits and challenges associated
with this technology. The relevant literature review looked at many writers’ views on the key
subject areas within the research topic. Chapter 3 further explained the methodology of the study
detailing the research instruments employed for the study and Chapter 4 moved on to present the
research findings and gave an analysis of the findings. This final chapter will therefore provide
summaries of the four preceding chapters, conclusions, suggestions for future research and

recommendations.
5.3. Discussion

From the overview of the Zimbabwe National Geospatial and Space Agency, certainly, high-
performance computing (HPC) plays a central role in the analysis of Zimbabwe’s national spatial
data infrastructure (NSDI) due to the large amounts of data involved and the complexity of the
analysis. NSDI is a collection of technologies and policies that enable the management, sharing,
and dissemination of geospatial data, such as maps, satellite images, and sensor data. These data
sets can be large and complex, requiring sophisticated analysis techniques to extract meaningful

information.

HPC provides the computational power needed to analyse such large and complex data sets
quickly and accurately. For example, HPC clusters can be used to process large amounts of
satellite imagery to detect changes in land use over time. Similarly, HPC can be used to analyse

large amounts of sensor data to detect patterns and anomalies.
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The researcher observed that HPC in SDI analysis is the ability to perform simulations and
modelling to test different scenarios. For example, HPC can be used to simulate the effects of

climate change on sea levels or to model the spread of a disease outbreak.

Furthermore, the researcher observed that HPC can be used to integrate and analyse data from
multiple sources. For example, it can be used to combine satellite imagery with ground-based

sensor data to create a more complete picture of environmental conditions.

In conclusion, HPC plays an essential role in SDI analysis by providing the computational power
needed to process large and complex geospatial data sets. With the growing importance of SDI in
decision-making processes, the use of HPC will continue to evolve and expand, opening up new

opportunities for data-driven insights and analysis.

More specifically, the loss of stakeholders’ confidence in high-performance computing stems

from a lack of knowledge.

The researcher observed that the perceived costliness of HPC technologies can discourage some

entities from adopting HPC.
Existing skills and knowledge of ICT professionals in organizations to implement and manage

The researcher also observed that the expanse of ZINGSA’s Internet of Things (IoT) is a green
light for the adoption of HPC and due to this, it can result in high performance of the

organization and efficiency of the organization.

The researcher observed that the adoption of high-performance computing at ZINGSA will
greatly assist the ICT team or department in reducing its expenses on the company and focus
more on advancing to the latest technology.

5.4. Conclusions
This study has presented the factors that drive the adoption of high-performance computing at

the Zimbabwe National Geospatial and Space Agency and this study has defined high-
performance computing in terms of its functions and presented its benefits in national spatial data
analysis and highlighted its challenges in the organization. The results showed that the
employees and various stakeholders at ZINGSA are more than ready to adopt cloud computing
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due to its various advantages and therefore we will conclude this study by referring to the

research questions that were posed at the beginning of the research.

5.4.1. To what extent is ZINGSA aware of high-performance Computing?
Based on the findings, it revealed that to a greater extent, ZINGSA is very much aware of high-

performance computing, its functions together with benefits. As indicated, the majority of the
participants responded yes to the knowledge of cloud computing and they also managed to
identify the main HPC service providers and the different classifications. They also managed to
identify the key factors which will drive the company towards the adoption of this technology
which includes the reduction of unnecessary costs thereby giving a highly competitive advantage
to the organization therefore through higher performance within the organization.

However, there are a few who were not aware of this technology and this can be addressed by
the zealous ICT team by carrying out activities such as training and campaigns of high-

performance computing awareness among the employees.

5.4.2. To the extent does Spatial Data Analysis and High-performance computing synergize
and relate
Big data is characterised by "Vs" which are volume, variety, velocity, veracity, and value, and

massive datasets are to be dealt with in the context of space and time. High-performance
computing (HPC) involves the use of advanced computer systems and software to solve complex
problems that require significant computational power. These systems typically utilize clusters of
interconnected computers, specialized processors, and multi-threaded software to perform
computations at high speeds. Spatial data is then complex and it requires advanced computing
solutions and significant power, so HPC is an answer and a solution to the storage, processing

and analysis of big spatial data hence the synergy.

5.4.3. The Importance of high-performance Computing in the national spatial data analysis
High-performance computing is very important in the NSDI as it helps in solving quite a range

of problems such as acquiring and maintaining expensive hardware and software resources that
we use in our daily operations to streamline these resources most efficiently for our benefit and
the benefit of the society at large. HPC is also important in national spatial data analysis because

it addresses all the concerns that are connected with big data handling.
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5.4.4. The main factors that are more likely to influence ZINGSA to adopt high-
performance computing

1. Bursting computer needs and need for more capacity and capability - The amount
of spatial data being generated by the GIS Internet of Things and machines is
growing at an unprecedented rate. HPC provides a way to process and analyse
these large spatial datasets quickly and efficiently.

2. The Complexity of Problems - Many of the challenges faced by researchers and
engineers today are highly complex and they require significant computational
resources to solve. HPC provides the necessary computing power to tackle these
problems such as climatic simulations. HPC enables researchers to create more
accurate models by simulating real-world scenarios with greater precision

3. Reduced Processing Time - HPC systems are designed to perform parallel
processing, which allows multiple computations to be carried out simultaneously.
This greatly speeds up the processing time for complex spatial data analysis and
simulations.

4. Cost-Effective - HPC offers a cost-effective alternative to building large-scale

physical prototypes or conducting costly experiments.

5.4.5. Can high-performance computing take national spatial data analysis in the future
The future of high-performance computing (HPC) looks very promising as the demand for

computational power and advanced technology increases in national spatial data analysis with
real-time analysis, cloud-based HPC solutions, Artificial intelligence and machine learning
solutions and high-resolution imaging. Technological advancement of HPC will encourage
innovation and positive competition among employees to motivate themselves and thus serve the

general interest of the company and nation

5.4.6. What are the benefits and barriers of high-performance Computing?
High-performance computing has been demonstrated to offer colossal benefits to organizations

handling big data. Unravelling these benefits is broadly classified into three categories that

incorporate efficiency, flexibility, and strategic value.

Efficiency
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To start with, efficiency in national spatial data analysis is significantly achieved by the speed of
processing large-scale spatial data. Traditional methods of processing large spatial data involve

sequential and serial processing, which can be slow and time-consuming.

Overall, the use of HPC in national spatial data analysis has the potential to significantly improve
the efficiency, accuracy, and speed of processing large-scale spatial data as data can be processed
in parallel, on multiple processors or computing cores, enabling much shorter processing times.
This is particularly important for spatial data applications that require the analysis of large
datasets, such as climate modelling, predicting the spread of diseases, urban planning, and

natural resource management.

Flexibility

The flexibility of HPC in national spatial data analysis makes it a valuable tool that can be used
for processing and analysing an extensive range of spatial data at different scales, which makes it
ideal for researchers, industries, and government entities. handle a wide range of complex spatial
data analyses with varying computational requirements. The flexible nature of HPC enables it to
handle very complex analysis tasks such as simulation modelling, spatial network analysis, and
geostatistics let alone simple tasks like mapping and geocoding. This flexibility enables users to
take advantage of the parallel processing capability of the HPC systems to complete tasks much

more quickly and accurately than with traditional methods.

Strategic Edge

Lastly, this technology allows any entity to gain a strategic edge in their niche in the sense that
there will be Increased productivity, as the entities will be able to focus their efforts more on
their core business operations other than on how to get the computational work done. The
strategic edge of employing High-Performance Computing (HPC) in National Spatial Data
Analysis is primarily through its ability to handle large and complex spatial datasets with
enormous speed and accuracy, providing more substantial and reliable insights that could be
leveraged for decision-making processes, which are otherwise too difficult to be processed using

traditional computing methods.
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5.4.7. What are the factors that will influence Zimbabwe National Geospatial and Space
Agency to adopt cloud computing?

The factors that will influence Zimbabwe National Geospatial and Space Agency to adopt high-
performance computing are the benefits that come with this technology which include the higher
performance of IT services, Increased Processing Speed, Improved Accuracy, Reduced
Operational Costs, Enhanced Data Visualization and Improved Scalability. In conclusion, its

benefits are the factors that will influence this organization to adopt cloud computing.

5.5. Recommendations for ZINGSA

Due to HPC’s various advantages, the researcher recommends ZINGSA adopt cloud computing
to address the problem highlighted at the beginning of this research. Also, the top management
and the ICT team should be on the continuous lookout for advanced technology use. And lastly,
the ICT team should develop plans which are flexible enough to accommodate any changes

required by the adoption of high-performance computing

5.6. Implications

1. Speed and Efficiency: HPC can handle large amounts of data in a short time, enabling
quick analysis and decision-making. This allows national spatial data analysts to process
large amounts of data to create accurate insights, models, and simulations. With HPC,
scientists and researchers can perform complex simulations and analyses in less time,
which can speed up the discovery process. HPC can assist in predicting natural
phenomena and developing new materials and products.

2. Accuracy and Precision: HPC allows for accuracy and precision in data analysis, which is
essential for national spatial data analysts. By providing the ability to perform complex
calculations, researchers can produce high-quality models and simulations, enabling
better decision-making. HPC allows businesses to analyse large datasets quickly and
efficiently, making it easier to identify patterns and trends. This can help organizations
make better and faster decisions based on insights from big data.

3. Data Sharing: HPC provides a platform for sharing data, allowing researchers to

collaborate across organizations and geographical boundaries. This promotes sharing of
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knowledge and intellectual property, which can lead to discoveries and advances in
national spatial data analysis.

Predictive Analytics: HPC makes it possible to perform predictive analytics in real-time,
making it easier to predict and respond to disasters or other events that can influence
national spatial data. This can help organizations to make better and faster decisions and
take preventive measures.

Optimization of Resource Utilization: HPC helps in optimizing the utilization of
resources, allowing researchers to focus on other important aspects of their jobs. By
offering a scalable way of conducting research, research time is optimized, and national
spatial data analysts can handle more complex projects. With HPC, scientists and
researchers can perform complex simulations and analyses in less time, which can speed
up the discovery process. HPC can assist in treating diseases, predicting natural
phenomena, and developing new materials and products.

High-Fidelity Simulations: HPC enables complex simulations with unprecedented
accuracy, which helps designers and engineers optimize products, architecture, and
systems.

Enhances customer services: Stakeholders may presently get information that will help at
any time and from any area. A self-service web-based site can be hosted progressively
commonplace on the HPC servers. Client issues may be settled rapidly and successfully
as a result. This improves general client fulfilment by lessening ticket times and

enlivening request responsiveness.

5.7. Recommendations

Based on results reached by the researcher during the research study and analysis, it revealed that

there are concerns and challenges in the adoption of High-Performance Computing technology at

ZINGSA. However, several recommendations are suggested in light of the preceding research

for ZINGSA to adopt High-Performance Computing technology in national spatial data analysis,

which is neatly outlined below;

The Zimbabwean Space Agency should adopt High-Performance Computing technology
in its operations, which is an attractive technological and efficient option for the

organization.
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The top management and ICT team should be informed of the ongoing developments of
High-Performance Computing technology and the importance of its use.

The ICT team should develop plans which are flexible enough to accommodate any
changes required by the adoption of high-performance computing.

The management team should support the ICT department by adopting new technology
like High-Performance Computing technology to enhance its competitive advantage. The
top management must have plans to get rid of obstacles that hinder the use of any new
technology at ZINGSA.

The management and responsible ministries should provide the support and the needed
requirements to adopt High-Performance Computing technology at ZINGSA.

ZINGSA should provide training programs, relating to the new technology which is
High-Performance Computing.

The organization can create a hybrid HPC infrastructure, which consists of an on-site data
centre to put in sensitive and private applications and from the cloud to maintain the

backups, confidentiality and security of data.

5.8. Suggestions for Further Research
Since this study primarily surveyed a space agency in Zimbabwe, future research should also

inquire about other industries dealing with big data about the efficiency they are aiming at

achieving and their inclusion in national progress. The researcher felt that there is rare research

about High-Performance Computing technology and this is because HPC is a new topic in the

ICT field thus the door is open for more academic research about this technology. The researcher

suggested the following topics which may provide good research ideas for the future:

A study to measure the effects high-performance Computing technology has on
manufacturing industries

To conduct a study to measure the effects of High-Performance Computing technology
on Enterprise Resource Planning (ERP)

A study to create a prototype of using Hogh Performance Computing technology in e-
government.

To conduct a study about the monitoring and tracking of all manufacturing activities

through using High-Performance Computing.
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5.9. Chapter Summary
The chapter concluded the study by giving a summary of the entire research and discussed the

findings that were made from the research and in the end proposed recommendations which
should be addressed and enforced at ZINGSA.
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Appendices

Appendix 1: Questionnaire to Zimbabwe Centre for High-Performance Computing

(ZCHPC)

My name is Munyaradzi Mwarianesu Muchapondwa and | am studying Bachelor of Honours in

Computer Science at Africa University (AU). In the partial fulfilment of my study programme, |

am required to carry out a study in a business field. So, | am kindly asking for your participation

in my research by completing this questionnaire. In this questionnaire, | would like to know

your knowledge towards the adoption of high-performance computing in national spatial

data analysis. I am kindly asking that you choose what you prefer most.
The responses given will be combined as a whole and analysed.

Your participation in the study will be greatly appreciated.

Thank you very much for your time and assistance.

SECTION A: DEMOGRAPHIC INFORMATION

This section requires you to put an “X” in the appropriate box,

Al | Gender | Male Female

A2 18-31 32-42 43-53 54-64 65+

A3 Level of | PhD Postgraduate | Undergraduate | Diploma | O level | No
education education

SECTION B: AWARENESS OF CLOUD COMPUTING
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B1. Any knowledge about high-performance computing?

YES

NO

B2. Any knowledge about big data?

YES NO
B2 | Who are the main HPC | Geospatial, Engineering Life Sciences | Heritage and
users in Zimbabwe? space and Philosophy
earth sciences
B3 | Which computing Networking | System Parallel Cluster computing
classifications are you and security | Administration | programming
familiar with? (Select
all applicable)
B4 | Which operating | CentOS FreeBSD | Linux Windows CNK

system(s) are
you using?
(Select all
applicable)
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SECTION C:

To the best of your knowledge, please rate how you strongly agree or disagree on the factors that
will drive your organization into adopting high-performance computing (Single response only

per statement). Please tick the applicable using Likert’s 5-point scale as indicated below

Key: 1 strongly agree, 2 disagree, 3 neutral, 4 agree and 5 strongly agree.

Factors driving the adoption of HPC 112(3|4|5

Bursting computing needs

Need for more capacity and capability

Reduced processing time

Rapid deployment of application and IT

infrastructure

The higher performance of IT services

PROMISING ACTIVE HPC EVALUATION 112 (3|4]5

The adoption of HPC technology helps in the
improvement of big data processes.

The HPC technology helps with development,

creativity and innovation.

The experts should provide training programs for

employees relating to these new technologies

The expert staff should continuously lookout for new

technological developments

Technological advancement encourages positive
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competition among employees to motivate
themselves and thus serve the general interest of the

company and nation

NETWORK ACCESSIBILITY (NA) Yes No

Does your network service provider support 4G?

Internet quality is very high.

The network service provider can handle large volumes

of users and the signal strength is not disturbed.

The network is easily accessible in remote areas.

Signal strength is always excellent.

SECTION D:

To the best of your knowledge, please rate how you strongly agree or disagree with the following
tables. (Single response only per statement). Please tick the applicable using Likert’s 5-point

scale as indicated below

Key: 1 strongly disagree, 2 disagree, 3 neutral, 4 agree and 5 strongly agree.

SECURITY(S) 1 [ 2] 3] 4 5

ZINGSA employees must know where the data

is stored in the data centre.

The strength of data security depends on the
strength of the service provider in terms of its

security.

It can be considered a contractual agreement
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between the company and the service provider

for the safety and reliability of the data.

HPC data centre is safer than traditional
methods such as external drives, and the device

profile in putting their reports and research.

For efficiency, HPC should be a hybrid, which
consists of both HPC Cloud services to put non-
sensitive and public applications and also from
the Private Data Centre to maintain the

confidentiality and security of data.

EFFICIENCY IMPROVEMENT THROUGH 1 2 3 4
HPC ADOPTION

HPC helps to reduce the expenses that go to buy

hardware, servers, software or maintenance.

HPC's prior feature is the ability to control costs by

use.

The cost is greatly reduced and capital expenditure is
converted in the IT operations to ongoing expenses.

HPC Technology provides innovation to the
company’s services without increasing the cost or the

price of the service.

HPC's most important feature is getting rid of

unnecessary Costs.

Thank you for your assistance. It is greatly appreciated.
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Appendix 2: Interview for Zimbabwe National Geospatial and Space Agency (ZINGSA)

INTERVIEW QUESTIONS GUIDE...............

© 0o N o g Bk~ w D PE

I T S T e o e N
N B O © © N O U1 A W N B O

N
w

May you please care to share your educational background?

Do you feel your education prepared you to work as a GIS specialist?
What interests you about GIS?

Why are geo-statistics important?

What skills do you think are most valuable for a GIS specialist?

Is there a difference between geo-coding and geo-referencing?

How does GPS support GIS?

Which GIS applications have you used in your previous roles?

How is spatial data analytics set to benefit the nation?

. According to your understanding, what is big data?

. Do you have any experience in big data handling, particularly spatial data?

. If you did, what are some of the challenges that come with big data handling?

. Are you aware of the 5 Vs of big data?

. Can spatial data be classified as big data?

. Why is HPC so popular in big data analytics?

. What are HPC and its main components?

. What are some common hardware components used for High-Performance Computing?
. What are the key steps that are followed in deploying data into the HPC platform?

. What kind of operating system is suitable for high-performance computing clusters?
. What types of applications can benefit from using HPC?

. What are GPUs and how are they different from CPUs?

. Can you describe your understanding of distributed processing? How is it different from

multicore processing?

. Looking at the current NSDI, how does it work? What could you improve?
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